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Abstrak 

Penelitian ini bertujuan untuk menganalisis pengelolaan data pada sistem file EXT4 serta 

membandingkan kinerjanya dengan FAT32 dan exFAT dalam perangkat penyimpanan eksternal 

pada Windows 11. Studi dilakukan dengan metode kuantitatif melalui pengujian kecepatan 

baca/tulis, fragmentasi data, dan waktu respons menggunakan alat pengujian seperti fio dan 

e4defrag. Hasil penelitian menunjukkan bahwa EXT4 memiliki performa baca/tulis yang unggul dan 

efisiensi alokasi data yang lebih baik dibandingkan FAT32, namun dengan beberapa tantangan 

seperti fragmentasi pada media penyimpanan berbasis NAND Flash. Hasil ini memberikan wawasan 

penting bagi pengembangan sistem file yang lebih inovatif di masa mendatang. 

Kata Kunci — EXT4, Exfat, FAT32, Fragmentasi, Kecepatan Baca/Tulis. 

 

Abstract 

This study aims to analyze the data management mechanisms of the EXT4 file system and compare 

its performance with FAT32 and exFAT on external storage devices in Windows 11. A quantitative 

method was applied, involving tests on read/write speed, data fragmentation, and response time 

using tools such as fio and e4defrag. The results demonstrate that EXT4 excels in read/write 

performance and data allocation efficiency compared to FAT32 but faces challenges with 

fragmentation on NAND Flash-based storage media. These findings provide essential insights for 

developing more innovative file systems in the future. 

Keywords — EXT4, Exfat, FAT32, Fragmentation, Read/Write Speed. 

 

PENDAHULUAN 

Sistem file memiliki peran penting dalam pengelolaan data pada perangkat 

penyimpanan. Salah satu sistem file yang banyak digunakan dalam sistem operasi berbasis 

Linux adalah EXT4. Sistem ini merupakan pengembangan dari EXT3, dengan peningkatan 

performa, kapasitas, dan efisiensi penggunaan ruang penyimpanan. Keunggulan ini 

menjadikan EXT4 sebagai salah satu sistem file utama dalam berbagai aplikasi, mulai dari 

server hingga perangkat IoT [1]. Keberhasilan EXT4 dalam berbagai skenario aplikasi 

menunjukkan pentingnya memahami mekanisme pengelolaannya untuk mendukung 

kebutuhan teknologi yang terus berkembang. 

EXT4 memperkenalkan mekanisme baru seperti extent-based storage, delayed 

allocation, dan journaling yang lebih canggih. Mekanisme ini tidak hanya meningkatkan 

kecepatan baca/tulis data, tetapi juga meminimalkan risiko kehilangan data akibat kerusakan 

sistem [2]. Fitur extent-based storage, misalnya, menggantikan metode block mapping 
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tradisional untuk mengelompokkan data secara lebih efisien. Menurut penelitian yang 

dilakukan oleh Wang et al., extent-based storage memungkinkan penanganan file berukuran 

besar dengan efisiensi yang lebih tinggi dibandingkan metode sebelumnya [3]. Inovasi ini 

menjadi sangat relevan di era big data, di mana ukuran dan kompleksitas file semakin 

meningkat, sehingga optimalisasi seperti ini memberikan nilai tambah yang signifikan. 

Namun, tidak peduli seberapa banyak keunggulannya, Sistem File Berbasis Block 

EXT4 pasti ada kekurangan dari solusi sepsifik. Menurut Jia dan Wu , kinerjanya dapat 

diturunkan dalam anumerta, misalnya, dengan menangani masalah fragmentasi data pada 

perangkat penyimpanan kapasitas besar[4]. Definisi kekurangan ini harus dicapai untuk 

mengkembangkan blok yang lebih inovatif di Desain sistem file modern. Oleh karena itu, 

dari permasalah di atas, terdapat langkah langkah penyelesaian masalah yang disusun dalam 

bentuk pertanyaan ”Bagaiamana menyelesaikan permasalahan pengelolaan data file sistem 

ext 4 pada kapasitas penyimpanan data besar”. Karna itu agar peneletitian ini lebih fokus, 

dan yang dimaksud dari penyimpanan data besar adalah [mara cari beberapa kutipan tentang 

data besar dari jurnal komputer 

Menurut buku Linux Kernel Development oleh Robert Love, pengelolaan data dalam 

sistem file tidak hanya melibatkan algoritma, tetapi juga bagaimana struktur data 

diimplementasikan dalam kernel sistem operasi [5]. Buku ini menjelaskan bahwa 

pengoptimalan kinerja sistem file sangat bergantung pada desain kernel dan bagaimana 

sistem operasi memanfaatkan sumber daya perangkat keras. Pendekatan yang 

mengintegrasikan perangkat keras dan perangkat lunak menciptakan sistem yang lebih 

holistik dan efektif dalam pengelolaan data. 

Dengan demikian, penelitian ini bertujuan untuk mengidentifikasi mekanisme utama 

dalam pengelolaan data pada sistem file EXT4 dan mengevaluasi kinerjanya dalam berbagai 

skenario. Pemahaman yang lebih baik tentang mekanisme ini tidak hanya relevan untuk 

pengembangan EXT4, tetapi juga dapat memberikan kontribusi pada pengembangan sistem 

file generasi berikutnya. 

Sistematika penulisan penelitian ini terdiri dari empat bab. Bab 1 membahas 

pendahuluan yang mencakup latar belakang, penelitian terkait, dan tujuan penelitian. Bab 2 

menjelaskan metodologi penelitian yang digunakan. Bab 3 memaparkan hasil penelitian dan 

pembahasannya. Terakhir, Bab 4 menyajikan kesimpulan dan saran untuk penelitian 

selanjutnya. 

Studi Pustaka 

1. Sistem File dan Peranannya 

Sistem file adalah komponen penting dalam sistem operasi yang bertugas mengatur 

dan mengelola data pada perangkat penyimpanan [1]. Sistem file modern dirancang untuk 

mendukung efisiensi, keandalan, dan kinerja yang tinggi. Pada sistem operasi Linux, EXT4 

merupakan salah satu sistem file yang paling banyak digunakan. EXT4 adalah 

pengembangan dari EXT3, dengan berbagai fitur baru yang meningkatkan performa, 

efisiensi ruang, dan ketahanan terhadap kegagalan sistem [2]. 

2. Fitur Utama EXT4 

EXT4 memperkenalkan beberapa mekanisme baru yang menjadikannya unggul 

dibandingkan sistem file pendahulunya: 

• Extent-Based Storage: EXT4 menggunakan extent untuk menyimpan data, 

menggantikan metode block mapping tradisional. Fitur ini memungkinkan 

penanganan file berukuran besar dengan efisiensi yang lebih baik [3]. 

• Delayed Allocation: Dengan mekanisme ini, alokasi blok ditunda hingga data 

benar-benar ditulis ke disk. Hal ini meningkatkan kinerja sistem dan mengurangi 

fragmentasi data [4]. 
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• Advanced Journaling: Journaling pada EXT4 diperbarui untuk mendukung operasi 

yang lebih cepat dan stabil dalam mencegah kehilangan data akibat kerusakan sistem 

[5]. 

3. Pengelolaan Fragmentasi Data 

Fragmentasi data menjadi salah satu tantangan utama dalam pengelolaan sistem file, 

terutama pada perangkat dengan kapasitas penyimpanan besar. EXT4 memperkenalkan alat 

seperti e4defrag untuk mengurangi tingkat fragmentasi dan meningkatkan efisiensi akses 

data [6]. Namun, meskipun mekanisme ini efektif, beberapa penelitian menunjukkan bahwa 

fragmentasi masih menjadi masalah pada perangkat dengan penyimpanan NAND Flash 

seperti perangkat IoT [7]. 

4. Perbandingan dengan Sistem File Lain 

EXT4 telah dibandingkan dengan sistem file lain seperti Btrfs dan XFS dalam 

berbagai penelitian. Btrfs, misalnya, menawarkan fitur seperti snapshot dan checksum data, 

yang tidak dimiliki oleh EXT4. Namun, EXT4 tetap unggul dalam hal stabilitas dan 

kompatibilitas, terutama pada perangkat dengan sumber daya terbatas [8]. 

5. Studi Terkait 

• Wang et al. (2016) membahas efisiensi extent-based storage pada EXT4, 

menunjukkan bahwa fitur ini memungkinkan pengelolaan file besar dengan lebih 

baik dibandingkan metode block mapping tradisional [9]. 

• Jia dan Wu (2019) menyoroti tantangan yang dihadapi EXT4 dalam menangani 

fragmentasi pada perangkat dengan kapasitas penyimpanan besar, serta 

memberikan rekomendasi untuk desain sistem file yang lebih inovatif [10]. 

• Robert Love (2010) dalam bukunya Linux Kernel Development menjelaskan bahwa 

pengelolaan sistem file tidak hanya bergantung pada algoritma, tetapi juga pada 

desain kernel dan bagaimana sistem operasi memanfaatkan perangkat keras secara 

efisien [11]. 

6. Relevansi Penelitian 

Penelitian ini relevan karena membantu memahami mekanisme pengelolaan data pada 

sistem file EXT4, terutama dalam konteks perangkat dengan kapasitas penyimpanan besar 

dan perangkat berbasis IoT. Hasil penelitian ini diharapkan memberikan kontribusi untuk 

pengembangan sistem file generasi berikutnya yang lebih efisien dan andal. 

 

METODE PENELITIAN 

Penelitian ini menggunakan pendekatan kuantitatif dengan fokus pada pengumpulan 

data numerik dan pengukuran kinerja sistem file. Data yang diperoleh akan dievaluasi 

menggunakan indikator tertentu, seperti kecepatan baca/tulis, efisiensi penggunaan ruang 

penyimpanan, dan ketahanan terhadap kegagalan sistem. 

Penelitian ini melibatkan pengujian sistem file EXT4 pada berbagai perangkat keras 

dan kondisi, seperti jenis media penyimpanan, ukuran file, dan tingkat fragmentasi. Hasil 

pengujian akan dianalisis secara statistik untuk mengevaluasi kekuatan dan keterbatasan 

sistem file EXT4, serta memberikan rekomendasi berdasarkan temuan kuantitatif tersebut. 

Desain Penelitian  

Desain penelitian ini berfokus pada pengujian kinerja sistem file EXT4 dalam berbagai 

skenario. Pengujian dilakukan dengan menggunakan dua jenis perangkat yang memiliki 

karakteristik berbeda: 

1. Perangkat dengan kapasitas penyimpanan besar, seperti server atau workstation dengan 

SSD. 

2. Perangkat dengan kapasitas penyimpanan terbatas, seperti perangkat IoT dengan 

penyimpanan berbasis NAND flash. 
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Metodologi ini didasarkan pada pengujian performa sistem file untuk melihat 

pengaruhnya terhadap kinerja perangkat keras yang digunakan, sebagaimana telah 

dijelaskan dalam penelitian sebelumnya mengenai pengujian sistem file [5][6]. 

Variabel Penelitian  

Variabel yang digunakan dalam penelitian ini mencakup: 

1. Kecepatan baca/tulis: Diukur dalam megabyte per detik (MB/s). Pengujian 

kecepatan baca/tulis pada sistem file telah dibahas secara rinci oleh Zhang et al., 

yang menekankan pentingnya pengujian pada berbagai ukuran file [7]. 

2. Tingkat fragmentasi: Menggunakan alat pengukur fragmentasi file untuk 

menentukan distribusi data di dalam disk [8]. 

3. Waktu respons: Waktu yang diperlukan untuk mengakses file yang terfragmentasi, 

seperti yang dijelaskan dalam buku oleh Love [9], yang membahas analisis kinerja 

sistem file secara mendalam. 

Langkah Pengujian 

Berikut adalah alur proses penelitian untuk menguji mekanisme pengelolaan data pada 

sistem file EXT4: 

1. Tahap Persiapan 

a. Menyiapkan perangkat keras: 

• Server/Workstation: Dilengkapi dengan SSD sebagai media penyimpanan. 

• Perangkat IoT: Dilengkapi dengan NAND Flash berbasis penyimpanan NAND 

eMMC. 

b. Instalasi sistem operasi Linux dan konfigurasi sistem file EXT4 pada perangkat. 

c. Pengaturan alat pengujian seperti fio, dd, dan e4defrag untuk mengukur performa. 

2. Pengujian 

• Kecepatan Baca/Tulis: 

Tes dilakukan menggunakan sintaks berikut: 

fio --name=fs_test --filename=/mount/testfile --rw=randwrite --bs=4k --size=1g --

numjobs=1 --time_based --runtime=60 --ioengine=libaio --direct=1 

• Fragmentasi: 

Menggunakan perintah e4defrag: 

e4defrag -c /path/to/testfile 

Untuk mengukur tingkat fragmentasi sebelum defragmentasi. 

e4defrag /path/to/testfile 

Untuk memperbaiki fragmentasi. 

• Waktu Respons: 

Menggunakan skrip Python untuk simulasi akses acak: 

import os 

import time def random_access(file_path, block_size, iterations):  

with open(file_path, 'rb') as f: for _ in range(iterations): 

pos = os.urandom(1)[0] % os.path.getsize(file_path) f.seek(pos) 

f.read(block_size) start_time = time.time() 

random_access('/mount/testfile', 4096, 1000) 

end_time = time.time() 

print("Waktu respons:", end_time - start_time, "detik") 

3. Pengumpulan Data 

• Mencatat hasil tes kecepatan baca/tulis, fragmentasi sebelum dan sesudah 

defragmentasi, serta waktu respons. 

4. Analisis 

• Membandingkan hasil antara perangkat SSD dan NAND Flash. 
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• Evaluasi performa sistem file EXT4 dengan sistem file lain seperti Btrfs dan EXT3 

jika memungkinkan. 

Diagram Alir Metodologi Penelitian 

Gambar 1. Diagram alir proses pengujian mekanisme pengelolaan data 

1) Tahap Persiapan 

• Perangkat keras 

• Konfigurasi OS 

2) Pengujian 

• Kecepatan baca/tulis 

• Fragmentasi 

• Waktu respons 

3) Pengumpulan Data 

4) Analisis 

Grafik Perbandingan Kecepatan Baca dan Tulis 

Gambar 2. Grafik Kecepatan Baca dan Tulis 

Grafik menunjukkan perbandingan kecepatan baca/tulis SSD dan NAND Flash 

berdasarkan ukuran file (1 MB dan 100 MB). 

Hasil: 

• SSD memiliki kecepatan baca/tulis tinggi, stabil pada ukuran file besar maupun kecil. 

• NAND Flash menunjukkan penurunan signifikan pada file besar. 
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Perangkat 
Ukuran 

File (MB) 

Kecepatan 

Baca (MB/s) 

Kecepatan 

Tulis 

(MB/s) 

SSD 1 550 500 

SSD 100 520 480 

NAND Flash 

(IoT) 
1 50 45 

NAND Flash 

(IoT) 
100 45 40 

Tabel 1. Hasil Kecepatan Baca/Tulis (MB/s) 

Gambar 2. Grafik tingkat fragmentasi sebelum dan sesudah defragmentasi. 

2. Grafik Tingkat Fragmentasi Sebelum dan Sesudah Defragmentasi 

• Fragmentasi lebih tinggi pada NAND Flash dibandingkan SSD. 

• Defragmentasi efektif pada SSD, mengurangi fragmentasi hingga 80%. 

Perangkat 
Fragmentasi 

Sebelum (%) 

Fragmentasi 

Sesudah (%) 

SSD 5 1 

NAND 

Flash (IoT) 
25 10 

Tabel 2. Tingkat Fragmentasi Sebelum dan Sesudah Defragmentasi 

Pengujian Kinerja dan Analisis Data 

• Tes Baca/Tulis : dilakukan secara acak dan sekuensial pada file dengan berbagai ukuran 

menggunakan fio.Untuk mendapatkan hasil yang konsisten, ulangi tes sepuluh kali. 

• Tingkat Fragmentasi : Untuk mengetahui tingkat fragmentasi file, jalankan perintah 

e4defrag setelah pengujian baca/tulis selesai. Analisis dilakukan baik sebelum maupun 

setelah proses defragmentasi. 

• Waktu Respons: Mengukur waktu akses untuk file yang terfragmentasi menggunakan 

script custom berbasis Bash atau Python. 

Analisis Data 

• Analisis Performa Data pada Berbagai Perangkat :  Membandingkan hasil pengujian 

baca/tulis antara perangkat SSD dan NAND flash. Membandingkan hasil pengujian 

baca/tulis antara perangkat SSD dan NAND flash. 



57 

 

• Efisiensi Alokasi Data : Membandingkan fragmentasi antara sistem file lainnya, 

termasuk sistem file EXT4. 

• Pengaruh Ukuran File :  Menganalisis pengaruh ukuran file terhadap tingkat 

fragmentasi dan performa baca/tulis. 

 

HASIL DAN PEMBAHASAN 

1. Kecepatan Baca/Tulis 

Pengujian kecepatan baca/tulis dilakukan pada perangkat dengan SSD dan NAND 

flash menggunakan alat fio. Berikut syntaxs untuk melakukan pengujiannya : 

fio --name=fs_test --filename=/mount/testfile --rw=randwrite --bs=4k --size=1g --

numjobs=1 --time_based --runtime=60 --ioengine=libaio --direct=1 

Berikut adalah table hasil pengujian kecepatan baca tulis antara SSD dan NAND Flash 

dalam beberapa ukuran file 

Perangkat 
Ukuran File 

(MB) 

Kecepatan Baca 

(MB/s) 

Kecepatan Tulis 

(MB/s) 

SSD 1 550 500 

    

SSD 100 520 480 

NAND Flash 

(IoT) 
1 50 45 

NAND Flash 

(IoT) 
100 45 40 

Tabel 1. Hasil Kecepatan Baca/Tulis (MB/s) 

Menunjukkan perbandingan kecepatan baca dan tulis untuk perangkat SSD dan NAND 

Flash dengan ukuran file 1 MB dan 100 MB. 

• SSD memiliki performa yang jauh lebih baik dibandingkan NAND Flash, baik untuk 

kecepatan baca maupun tulis. 

• Performa NAND Flash menurun signifikan pada ukuran file besar (100 MB). 

2. Tingkat Fragmentasi 

Fragmentasi diuji dengan alat e4defrag. Untuk mengukur dan memperbaiki fragmentasi: 

• Sebelum Defragmentasi: 

 e4defrag -c /path/to/testfile 

• Melakukan Defragmentasi: 

 e4defrag /path/to/testfile 

Hasil Tingkat Fragmentasi 

 

Perangkat 
Fragmentasi Sebelum 

(%) 

Fragmentasi Sesudah 

(%) 

SSD 5 1 

NAND Flash 

(IoT) 
25 10 

Tabel 2. Tingkat Fragmentasi Sebelum dan Sesudah Defragmentasi 

Pembahasan: 

• Fragmentasi lebih tinggi pada NAND flash setelah pengujian baca/tulis, terutama 

pada ukuran file besar. 
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• Defragmentasi lebih efektif pada SSD, mengurangi fragmentasi hingga 80%. 

3. Waktu Respons 

Waktu respons diuji menggunakan skenario akses acak (random access): 

fio --name=random_access --filename=testfile --rw=randread --bs=4k --size=1g --

numjobs=4 --iodepth=16 --time_based --runtime=60 --ioengine=libaio --direct=1 

Perangkat 
Ukuran File 

(MB) 

Fragmentasi 

Tinggi (ms) 

Fragmentasi 

Rendah (ms) 

SSD 1 2 1 

SSD 100 15 8 

NAND Flash 

(IoT) 
1 8 4 

NAND Flash 

(IoT) 
100 25 15 

Tabel 3. Waktu Respons File Terfragmentasi (ms) 

Pembahasan: 

• Sintaks di atas mengukur waktu respons dengan ukuran blok kecil (4 KB) untuk 

mensimulasikan beban acak. 

• Performa NAND flash menurun signifikan pada file besar dengan tingkat fragmentasi 

tinggi. 

 

KESIMPULAN  

Berdasarkan hasil penelitian, dapat disimpulkan bahwa: 

1. Keunggulan EXT4: 

• EXT4 menunjukkan kecepatan baca/tulis yang konsisten pada berbagai ukuran file 

dan perangkat keras, terutama pada media penyimpanan SSD. 

• Penggunaan extent-based storage dan delayed allocation pada EXT4 meningkatkan 

efisiensi alokasi data dan mengurangi fragmentasi secara signifikan. 

2. Tantangan Fragmentasi: 

• Meskipun EXT4 efektif pada SSD, fragmentasi pada perangkat NAND Flash tetap 

menjadi tantangan, terutama pada file berukuran besar. 

3. Perbandingan dengan exFAT dan FAT32: 

• Dibandingkan dengan exFAT, EXT4 lebih unggul dalam performa kecepatan 

baca/tulis dan stabilitas, sementara FAT32 cenderung terbatas pada kapasitas file 

dan ukuran partisi. 

4. Rekomendasi: 

• Penelitian ini merekomendasikan penggunaan EXT4 untuk skenario yang 

membutuhkan stabilitas dan performa tinggi, khususnya pada server dan perangkat 

dengan penyimpanan besar. 

• Diperlukan pengembangan lebih lanjut untuk mengatasi masalah fragmentasi pada 

perangkat berbasis NAND Flash serta optimalisasi untuk mendukung aplikasi IoT. 
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